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Introduction/Main Objectives: Environmental quality is essential to human 

development because it reflects the condition of our natural surroundings. 

Background Problems: Understanding the determinants of environmental 

quality is crucial for Indonesia as it helps identify the key factors influencing 

environmental quality. Novelty: Spatial models offer detailed, location-

specific insights but require extensive data and computational resources, while 

non-spatial models provide a broader overview with simpler data requirements 

but may miss important spatial nuances. This study seeks to identify the 

determinants of environmental quality in regencies and municipalities on Java 

Island, incorporating spatial effects into the analysis. Research Methods: The 

dependent variable is environmental quality index. The independent variables 

are GRDP in industrial sector, GRDP in agricultural sector, urban population 

rate, population density, and poverty rate. We applied spatially lag regression 

model using contiguity spatial weight matrix. Finding/Results: This study 

shows the spatially lag regression model outperforms the OLS model. GRDP 

in the industrial sector, GRDP in the agricultural sector, urban population rate, 

and population density have negative effects, suggesting the increases in these 

variables were associated with lower environmental quality. About 40%–44% 

of each variable's effect on environmental quality is due to spatial spillover 

effects.  
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1. Introduction  

Environmental quality is essential to human development and well-being because it reflects the 
condition of our natural surroundings and their capacity to support life [1]. The environment has changed 
significantly over the past century due to rapid urbanization, industrialization, and population growth. 
This has resulted in a number of problems, such as deforestation, air and water pollution, and 
biodiversity loss. In addition to disrupting ecosystems, these changes have put human health at serious 
risk. For example, air pollution from vehicle and industrial exhausts leads to cardiovascular issues and 
respiratory problems, while contaminated water sources can cause a variety of waterborne illnesses. 
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Wildlife is also put at risk by the destruction of natural habitats, which reduces biodiversity—a crucial 
component of ecological resilience and balance [2].  

Several of the Sustainable Development Goals (SDGs), which reflect a global commitment to 
safeguarding and enhancing the natural environment [3], are closely linked to environmental quality. 
SDG 6 (Clean Water and Sanitation) emphasizes the importance of ensuring access to clean water and 
sanitation, as well as their sustainable management for all. Likewise, SDG 11 (Sustainable Cities and 
Communities) seeks to minimize the adverse environmental effects of urban areas, such as waste 
management and air pollution. SDG 13 (Climate Action) stresses the need to integrate climate action 
into national plans and calls for urgent measures to address climate change and its impacts. Additionally, 
SDGs 14 (Life Below Water) and 15 (Life on Land) focus on the protection of marine and terrestrial 
ecosystems, respectively. Collectively, these SDGs underscore the critical role that environmental 
quality plays in achieving sustainable development and improving global living standards. 

The Indonesian government places significant importance on environmental quality, as evidenced 
by a range of key regulations aimed at addressing this issue. Central to this framework is Law No. 
32/2009 on Protection and Management of the Environment, which was amended by Law No. 6 of 2023 
following the enactment of Government Regulation in Lieu of Law No. 2 of 2022 on Job Creation. This 
law emphasizes sustainable development and environmental harm reduction, outlining the core 
principles, objectives, and strategies for environmental governance. It requires the preparation of 
Environmental Protection and Management Plans (RPPLH) and Environmental Impact Assessments 
(AMDAL) for projects that may significantly affect the environment. Additionally, the law defines the 
roles and responsibilities of key government agencies, such as the Ministry of Environment and Forestry 
(MoEF), in ensuring the enforcement and ongoing maintenance of environmental regulations.  

Environmental Protection and Management Regulation No. 22/2021 provides detailed regulations 
on various aspects of environmental quality, complementing the broader environmental law. This 
regulation covers topics such as waste management, the preservation of terrestrial and marine 
ecosystems, and the quality of water and air. It outlines procedures for monitoring and reporting 
environmental performance and sets requirements for waste treatment, emissions control, and effluent 
discharge. To ensure adherence to environmental standards, the regulation also stipulates administrative 
penalties for non-compliance, including fines and the revocation of licenses. Together with other laws 
and regulations, this framework creates a robust legal structure designed to safeguard Indonesia's natural 
resources and promote sustainable development. 

The MoEF is dedicated to fostering sustainable development that improves the welfare of the 
Indonesian people and contributes to a more advanced nation. The MoEF’s main responsibilities include 
developing and enforcing policies related to environmental protection, forest conservation, and climate 
change mitigation. The ministry manages several programs focused on reducing deforestation, 
conserving peatlands, and promoting biodiversity. Additionally, the MoEF works on encouraging 
sustainable forest management, controlling pollution, and addressing issues related to hazardous and 
toxic substances [4]. A key tool used by the MoEF to assess and monitor the environment across 
Indonesia is the Environmental Quality Index (EQI). This index offers a comprehensive assessment of 
environmental health by evaluating factors such as air quality, water quality, land conditions, and 
seawater quality. The EQI is essential for the MoEF to identify areas needing improvement and to guide 
targeted actions to improve environmental quality [5]. 

Understanding the factors that determine the Environmental Quality Index (EQI) is essential for 
Indonesia, as it helps pinpoint the key elements affecting environmental quality. By examining these 
factors, policymakers and environmental experts can create focused strategies to tackle specific 
challenges. For example, studies have indicated that variables such as poverty, slum conditions, 
sanitation, and income inequality (as measured by the Gini ratio) have a significant impact on the EQI 
[6]. Recognizing these determinants enables more effective interventions, such as strengthening 
regulations and enforcement for businesses and empowering local communities, which can lead to better 
environmental management [7]. A deeper understanding of these factors also offers valuable insights 
for reducing environmental exposures, ultimately helping to mitigate adverse health outcomes [8]. 

Previous research on the factors influencing environmental quality has been quite extensive. For 
example, a study by [9] analyzed environmental quality determinants in 198 countries from 1990 to 
2018 using panel quantile regression, finding a link between economic activities and carbon emissions. 
Another study by [10], conducted between 2000 and 2018 in 54 countries part of the Belt and Road 
Initiative (BRI), employed spatial econometric techniques to explore factors contributing to 
environmental degradation caused by economic activities. Meanwhile, [11] examined the factors 
influencing varying levels of environmental quality in Indonesia, particularly comparing Java to other 



Jurnal Aplikasi Statistika & Komputasi Statistik, vol.16(2), pp 193-204 , December, 2024 

Page 195 

 

islands, using canonical discriminant analysis. While the second study applied spatial modeling, the first 
and third studies utilized non-spatial models. Spatial models offer more detailed, location-specific 
insights but demand extensive data and computational resources. In contrast, non-spatial models provide 
a broader overview with simpler data needs, though they may overlook spatial variations and fail to 
capture spatial dependencies, potentially resulting in less accurate policy recommendations. This study, 
therefore, seeks to identify the determinants of environmental quality in regencies and municipalities on 
Java Island, incorporating spatial effects into the modeling of the relationship between independent 
variables and environmental quality. 

2. Material and Methods 

2.1.  Data 

The data used are secondary data sourced from the BPS-Statistics Indonesia and the MoEF. The 
dependent variable is EQI for regencies/municipalities on Java Island in 2021 except for Kepulauan 
Seribu. We removed this regency since we applied spatial area approach using contiguity spatial weight 
matrix. Thus, 118 regencies/municipalities are included in the study. The independent variables are 
Gross Regional Domestic Product (GRDP) in industrial sector (in natural logarithm), GRDP in 
agricultural sector (in natural logarithm), percentage of urban population, population density, and 
poverty rate. We employed several software or packages for data processing, including Rstudio version 
2024.04.2 to obtain the regression models, GeoDa version 1.20.0.10 to obtain the spatial weight matrix, 
and QGIS version 3.36.2 to create thematic maps. 

2.2.  Model and Analysis Step 

Spatial analysis, as defined by [12], refers to the quantitative study of phenomena that occur within 
a given space. According to [13], it involves examining how human activities and the physical 
environment vary across space, or, in other words, how these activities change with distance from 
specific reference points or objects of interest. The concept of "spatial analysis" is broad and includes 
several key components: (a) processing spatial data through geographic information systems (GIS); (b) 
conducting descriptive and exploratory analyses of spatial data; (c) applying statistical methods to assess 
the potential for drawing conclusions; and (d) creating models to predict outcomes and identify 
relationships within a spatial context [14]. 

According to Tobler's first law of geography, objects that are located near each other tend to share 
similar characteristics and are more likely to interact than those that are farther apart. As a result, spatial 
analysis requires the application of specific values or functions to define what is considered "near," 
"far," or "neighbor" for a set of spatial objects. In this study, the neighborhoods used to calculate the 
spatial weights matrix and regression model are defined through the contiguity adjacency matrix, which 
is the simplest way to define neighbors. The most common contiguity methods include: (1) the rook 
definition, where neighbors are defined as areal units that share a common edge; (2) the bishop 
definition, where neighbors are those sharing a common vertex; and (3) the queen definition, which 
combines both the rook and bishop methods, treating any object that shares either a common edge or 
vertex as a neighbor [15]. 

Most spatial analyses follow a standard approach that starts with a non-spatial linear regression 
model, and then determines whether spatial interaction effects should be included in this baseline model. 
The non-spatial linear regression model is expressed as [16] 

n = + +y 1 Xβ  (1) 

In equation, y  represents a vector of the dependent variable for each unit in the sample with the size of 

1n  ( )1, ,i n= K , n1  is a vector of ones corresponding to the constant term parameter   to be 

estimated, X  is a matrix of independent variables with the size of n k , β  is a vector of unknown 

parameters to be estimated with the size of 1k  , and ( )1, ,
T

n =ε K  is a vector of error terms, where 

i  is assumed to be independent and identically distributed with a mean of zero and variance 
2 . The 

linear regression model is often called the OLS model since it is usually calculated using Ordinary Least 

Squares (OLS). 
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A comprehensive model that includes all types of interaction effects can be written as 

n = + + + +y Wy 1 Xβ WXθ u ,        (2) 

= +u Wu ε . 

  

In the model , Wy  represents the interaction effects on the dependent variable, WX  reflects the 
interaction effects between the independent variables, and Wu  represents the interaction effects 
between the error terms of the different units,   is the spatial autoregressive coefficient, while   the 
spatial autocorrelation coefficient. Both θ  and β  are vectors of unknown parameters to be estimated 
with a dimension of 1k  . Meanwhle, W  is a nonnegative weight matrix with the size of n n  that 
defines the spatial arrangement or structure of the locations in the sample. 

When 0 =  and =θ 0 , the model in  simplifies to 

n = + +y Wy 1 Xβ  (3) 

 
The simplified model in  is known as the spatial lag model or spatially autoregressive model (SAR 

model), where the spatial lag of iy  for each location i  is computed as the weighted sum of the dependent 
variable values of neighboring locations 

  1 1 2 2

1

n

ij j i i in ni
j

w y w y w y w y
=

= = + + +Wy K

  (4) 
Here ijw

 represents the weight between the 
thi  and 

thj  location, which is stored in the spatial 
weights matrix W . 

When when 0 =  and =θ 0 , the model in  becomes: 

  
n= + +y 1 Xβ u              (5) 

Where u  is defined in . The model in  is referred to as the spatial error model (SEM model). The 
SEM model addresses spatial dependencies by incorporating of a spatial autoregressive error term [13].  

In this case, the values of the dependent variable y  at each location are influenced by the stochastic 
error   of neighboring locations, as determined by the filter ( ) 1


−

−I W . 

Before applying model  or , it is essential to first assess whether the data show spatial dependence. 
The first step in a spatial area analysis is to test for spatial dependence without considering independent 
variables. Moran’s I  was used to tests for spatial autocorrelation in the data in this study. The formula 
of Moran’s I  is presented as [17] 

( )

( )( )
1 1

2

1 1 1

n n

ij i j

i j

n n n

i ij

i i j

w y y y y
n

I

y y w

= =

= = =

 
− − 

   =    
 −  
      



 
 (6)

  
When the data exhibit positive autocorrelation, this means nearby locations will have similar 

values, resulting in a Moran’s I  with positive value. Conversely, negative autocorrelation implies that 
the neighboring locations have dissimilar values, resulting in a negative Moran’s I  value. A score of 
0.3 or greater, or of -0.3 or less, suggests a strong autocorrelation. To assess the significance of Moran’s 
I , a p -value and a z-score are computed based on the null hypothesis of no spatial dependence (i.e., 
complete spatial randomness). If 0.05p  , we fail to reject the null hypothesis, suggesting the spatial 
distribution of the values could be due to random chance. However, if 0.05p  , we reject the null 
hypothesis and conclude that spatial dependence is present. 

When spatial dependence exists in the data, choosing the correct spatial dependence model 
becomes essential. As outlined in Table 1, we used a set of diagnostic tools known as Lagrange 
multiplier (LM) test statistics, which include four different tests. If either the LM lag or LM error test is 
statistically significant, we proceed with the corresponding model. In situations where both tests are 
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significant, we then check the results of the corresponding robust tests. If only one of the robust tests is 
significant, we select the model associated with the significant test. However, if both robust tests are 
significant, we choose the model with the higher value of the robust statistic. 

 

Table 1. Lagrange multiplier diagnostics for spatial dependence. 

Name of diagnostic test Detects Hypothesis 

LM lag Spatial lag effect 
0 1: 0 vs. : 0H H =  Ⴕ 

LM error Spatial error effect 
0 1: 0 vs. : 0H H =  Ⴕ 

Robust LM lag Spatial lag effect 
0 1: 0 vs. : 0H H =  Ⴕ 

Robust LM error Spatial error effect 
0 1: 0 vs. : 0H H =  Ⴕ 

 Ⴕ Reject 0H  when p-value <   

 

The spatial multiplier, which links the independent variables to the dependent variable, complicates 
the interpretation of effects in a spatial lag model compared to a non-spatial model (or spatial error 
model). In a non-spatial model, the effect of a change in an independent variable is consistent across all 
locations, regardless of which specific location undergoes the change. In contrast, a spatial lag model 
shows that the impact of independent variables varies by location, due to the differences in neighboring 
units for each location [18]. The spatial regression model captures the feedback between locations 
through spatial lag terms, such as Wy , which create interactions where changes in independent variables 
at one location, say location j , can influence the dependent at another location, i  [19]. In a spatial lag 
model, the effect of an independent variable consists of two components: a direct effect, which reflects 
the local impact on location i , and an indirect or spillover effect, which is mediated through the spatial 
multiplier. Thus, the total effect of an independent variable is the sum of both the direct and indirect 
effects [20]. 

 

Table 2. Non-spatial diagnostics. 

Name of diagnostic test Detects Hypothesis/Value 

Jarque-Bera test Non normality †
0

1

the errors are normally distributed

the errors are not normally distributed

:

:

H

H  
Breusch-Pagan test Heteroscedasticity †

0

1

: constant variance of errors

: non-constant variance of errors

H

H  
Variance Inflator 

Factor 

( )VIF  

Multicollinearity 1 4 (No evidence of collinearity)

4 10 (Additional analysis is required)

10  (Indicates strong collinearity)

VIF

VIF

VIF

= −

= −

  
†

Reject 0H  when p-value <   

 

Non-spatial diagnostics were also conducted to check whether the assumptions of normality and 
homoscedasticity are met, as well as the absence of multicollinearity. A detailed discussion of these is 
not the focus of this study. Readers can get a detailed discussion of these in [21]. The non-spatial 
diagnostics carried out in this study are presented in Table 2. 

2.3.  Model Evaluation 

For models’ evaluation we used two measures, which are Akaike Information Criterion ( )AIC  and 
likelihood ratio test (LRT) to determine the best-fitting model, whether it is the OLS model or the spatial 
regression model. The AIC  is calculated as follows [22] 

( )( )ˆ2log 2AIC L k= − +Θ                                                                                                                 (7)  
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where Θ̂  is a vector of estimated parameters,  ( )ˆL Θ  is the likelihood function of the estimated 
model parameters, k  is the number of estimated parameters, and n  is the number of observations. A 
model is considered to have better performance when its AIC  is lower.  

We also calculated a likelihood ratio test to compare the spatial regression model as a more complex 
model to the OLS model as the simpler model. A higher likelihood score is always obtained by adding 
more parameters. Nevertheless, there comes a time when a model's fit to a given dataset can no longer 
be significantly improved by adding more parameters. Following the work of [23], the hypotheses for 
LRT in this study can be defined as follows 

0

1

: the OLS model is equivalent to the spatial regression model

: the spatial regression model outperforms the OLS model

H

H   
 

The test statistic for testing the hypotheses stated in is: 

( )
( )

2 spatial regression model
2ln

OLS model

L
G

L

 
= −  

    (8)

  

where ( )spatial regression modelL  is the loglikelihood function under the spatial regression model and 

( )OLS modelL  is the loglikelihood function under the OLS model. This test statistic follows a Chi-

square distribution with degree of freedom 2 1v v− , where 1v  and 2v  are the number of estimated 

parameters in the OLS model and in the spatial regression model, respectively. The null hypothesis is 

rejected when 2 1

2 2

, .v vG  −
 If the null hypothesis is rejected, then we should choose the spatial 

regression model. 

3. Result and Discussion 

The EQI distribution across Java Island's regencies/municipalities shown in Figure 1. The interval 
classes were divided based on natural breaks. The EQI value ranges from 41.26 in Bekasi to 72.24 in 
Batu City, with an average of 59.97. Adjacent regencies/municipalities that have relatively similar EQI 
scores tend to be clustered together, as shown in Figure 1. In general, the eastern side of Java Island has 
generally higher environmental quality than the western side, particularly in the regencies/municipalities 
that are part of Greater Jakarta. 

 

Figure 1. Environmental Quality Index by regencies/municipalities on Java Island. 

 

The non-spatial diagnostics that we performed to assess if our model satisfies the classic 

assumptions are presented in Table 3. The normality assumption using the Jarque-Bera test gives 

p=0.3596 that we cannot reject the null hypothesis. Meanwhile, the Breusch-Pagan test for testing the 

homoscedasticity assumption gives p=0.1255, so we also cannot reject the hypothesis that the errors 

have constant variance. Each independent variable's VIF value is less than five, indicating the lack of 
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multicollinearity. Therefore, each classic assumption now holds true. The estimated parameters of the 

OLS model for EQI are presented in Table 4. 

All independent variables significantly affect EQI except poverty rate as shown in Table 4. All 

independent variables have a negative relationship to EQI, meaning that a one-unit increase in the 

independent variable will decrease EQI by the corresponding regression coefficient. Based on the 

smallest p-value, population density seems to have the strongest effect on EQI, followed by GRDP in 

industry and urban population rate. 

As previously stated, to support the application of spatial regression models, we have to assess if 

our data reveal spatial autocorrelation. First, we need to compute the spatial weight matrix. In this study, 

we apply the queen contiguity definition to define a location's neighbors. Since there was the Suramadu 

bridge that connected Surabaya City and Bangkalan, we modified the neighbor for these two locations, 

where previously these two locations were not considered as neighbors based on the shapefile used for 

the analysis. Because there is no connection between Kepulauan Seribu and the Java Island's mainland, 

we therefore removed this location from the analysis. We have ensured that each location in our study 

has at least one neighbor, as shown in Figure 2.  

 

Table 3. Results of non-spatial diagnostics. 

Name of diagnostic test Statistic p-value 

Jarque-Bera test 2.0458 0.3596 

Breusch-Pagan test 8.6135 0.1225 

 Independent variable Value 

VIF  
GRDP in industrial 1.6346 

 GRDP in agricultural sector 4.5700 

 Percentage of urban population 3.0646 

 Population density 3.2033 

 Poverty rate 1.1429 

 

Table 4. Coefficients of the OLS model for EQI on Java Island, 2021. 

Coefficients Estimate Std. Error p-value 

Intercept 88.020337 4.6650 < 2e-16 

GRDP in industrial sector -1.067489 0.3676 0.0044 

GRDP in agricultural sector -1.552635 0.5818 0.0088 

Percentage of urban population -0.067834 0.0253 0.0086 

Population density -0.000861 0.0002 0.0000 

Poverty rate -0.000017 0.0072 0.9982 

 

A location can have as many as 11 neighbors at most, with the average number being 4.42. Bogor 
has the highest number of neighboring areas, including Bekasi, Bekasi City, Bogor City, Cianjur, Depok 
City, Karawang, Lebak, Purwakarta, Sukabumi, Tangerang, and South Tangerang. On the other hand, 
14 locations have only one neighbor, namely Blitar City, Bogor City, Cilegon City, Cirebon City, Kediri 
City, Magelang City, Malang City, Mojokerto City, Pasuruan City, Probolinggo City, Salatiga City, 
Serang City, Sukabumi City, and Sumenep. Except for Sumenep, all of these are cities within larger 
regencies. Sumenep, located on Madura Island, has Pamekasan as its only neighboring area. 
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 Figure 2. Number of neighbors based on queen contiguity definition. 

 

The Moran's I for EQI, computed using the queen contiguity definition is 0.5752 with a z-score of 

8.7454 (p=0.0000). The value indicates positive spatial autocorrelation, meaning that locations with 

higher EQI values tend to be surrounded by other locations with high EQI values, and similarly for lower 

EQI areas. The Moran's I distribution, shown in Figure 3, reveals that the observed value indicated by 

the green line departs significantly from the reference distribution, which contains no Moran's I value 

greater than 0.5752 under 999 permutations. This strongly suggests that the observed spatial 

autocorrelation is genuine rather than implying that it happened by chance, supporting the use of a spatial 

regression model over an OLS model for analyzing the determinants of EQI.  

 

Figure 3. Moran’s I of EQI under 999 permutations. 

 

The next phase involves choosing the best spatial regression model for the dataset, which requires 

performing spatial diagnostics as previously mentioned above. The LM diagnostic test results, shown in 

Table 5, reveal that both the LM lag and the LM error tests are significant at 5%. Consequently, we turn 

to the robust LM test, which shows that the robust LM lag is markedly significant. This indicates that 

the correct model to use is the spatial lag model, also referred to as the spatially autoregressive model 

(SAR model). 

 

Table 5. Results of LM diagnostics for spatial dependence. 

Name of diagnostic test Statistic p-value 

LM lag 24.83292 0.0000006252 

LM error 20.40707 0.0000062598 

Robust LM lag 4.67573 0.03059 

Robust LM error 0.24989 0.61716 
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Table 6. Coefficients of the SAR model for EQI on Java Island, 2021. 

Coefficients Estimate Std. Error p-value 

Intercept 51.4980 7.4930 0.0000 

GRDP in industrial sector -0.6298 0.3151 0.0456 

GRDP in agricultural sector -1.2274 0.5027 0.0146 

Percentage of urban population -0.0636 0.0216 0.0033 

Population density -0.0005 0.0002 0.0018 

Poverty rate -0.0023 0.0061 0.7047 

  0.4813 0.0816 0.0000 

 

The results from the SAR model are reported in Table 6. The autoregressive parameter (𝜌), is 
statistically significant, suggesting that spatial spillover effects play a substantial role in the relationship 
between the independent variables and EQI. The positive value of   value is consistent with the positive 
Moran's I statistic. As shown, all independent variables, except for the poverty rate, have a significant 
effect on EQI. All variables have negative coefficients, suggesting that increases in these independent 
variables are associated with a decrease in EQI. As noted earlier, the total effect of each independent 
variable includes both a direct effect at the location and an indirect spillover effect due to spatial 
dependencies. The direct, indirect, and total effects of the independent variables along with their 
significances are presented in Table 7. All independent variables, except for the poverty rate, show 
significant direct, indirect, and total effects on EQI except for the poverty rate. Approximately 40%–
44% of the effect of each independent variable on EQI is attributed to spatial spillover effects. 

 

Table 7. Direct, indirect, and total effectc in SAR model for EQI on Java Island, 2021. 

Variable Direct p-value Indirect p-value Total p-value 

GRDP in industrial sector -0.6718 0.0346 -0.5423 0.0702 -1.2141 0.0377 

GRDP in agricultural sector -1.3092 0.0140 -1.0570 0.0432 -2.3662 0.0166 

Percentage of urban 

population 
-0.0679 0.0012 -0.0548 0.0246 -0.1227 0.0033 

Population density -0.0005 0.0019 -0.0004 0.0102 -0.0010 0.0015 

Poverty rate -0.0025 0.6587 -0.0020 0.6615 -0.0045 0.6559 

 

Table 8 shows that the SAR model outperforms the OLS model in this study. The positive 

autocorrelation in the data makes the SAR model an appropriate choice for analyzing the determinants 

of EQI, as confirmed by the spatial diagnostics in Table 5. The AIC value for the SAR model is lower 

than that of the OLS model, indicating a better fit model. Additionally, the likelihood ratio test (LRT) 

yields a p-value of 0.0000, leading to the rejection of the hypothesis of no difference. The lower AIC 

value and the significant LRT result support the superiority of the SAR model. Furthermore, the standard 

errors of the SAR model estimators are generally smaller than those of the OLS model. These findings 

suggest that the SAR model provides a more accurate and reliable fit for analyzing the factors affecting 

EQI in the regencies and municipalities on Java Island.  

 

Table 8. Model evaluation. 

Measure OLS SAR 

AIC 699.0427 675.3000 

Log-likelihood -342.5213 -329.6500 

Likelihood ratio  =  -25.743   

Degree of freedom = 1   

p-value = 0.0000003901   

 

This study shows that for every one percent increase in GRDP in the industrial sector at location i  
will have a direct impact on decreasing the EQI on its own location by 0.6718%. Industrial activities are 
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often associated with increased pollution and environmental degradation due to emissions from 
manufacturing processes, waste generation, and resource extraction. Studies have shown that regions 
with higher industrial GRDP tend to experience a decline in environmental quality, primarily due to the 
release of pollutants such as carbon emissions (CO2), sulfur air pollution (SO2), and airborne particles 
[24]. For instance, a study on newly industrialized countries (NICs) found that industrialization-driven 
economic growth frequently degrades environmental quality, as increased industrial output results in 
larger ecological footprints [25]. Based on Table 7, it is also known that for every one percent increase 
in GRDP in the industrial sector of all neighbors of location i  will decrease the EQI at location i  by 
0.5423%. Thus, EQI will decrease by 1.2141% in total for every one percent increase in GRDP in the 
industrial sector. 

The EQI at location i  is directly influenced by the GRDP in the agriculture sector, with every one 
percent increase in this variable resulting in a 1.3092% decrease in EQI. Research indicates that the 
agricultural sector often has a positive and significant relationship with environmental quality [26, 27]. 
This is because, when agricultural activities are managed sustainably, practices like crop rotation, 
organic farming, and conservation farming, which boost soil health and lower pollution, can improve 
environmental quality. However, the degree of intensity and type of farming practices employed can 
alter this relationship. The overuse of chemical pesticides and fertilizers, for instance, can cause soil 
degradation and water contamination, which have an adverse effect on the EQI. The GRDP in the 
agricultural sector indirectly reduces the EQI at location i  by 1.0570% for every one percent increase 
of all neighbors of location i . So, in total, a one percent increase in this variable will reduce EQI by 
2.3662%. 

As the urban population rate increases one percent at location i , it impacts directly to decrease the 
EQI at the same location by 0.0679 units. As the number of people living in cities increases, so does the 
demand for resources like water, energy, and land, which frequently leads to environmental degradation. 
High population densities in urban areas can exacerbate pollution of the air and water, increase waste 
production, and impose a burden on infrastructure and public services. A study on urban growth and 
population density changes in China shows that rapid urbanization frequently leads to higher levels of 
air pollution and traffic congestion, which have a substantial negative impact on urban dwellers' quality 
of life [28]. A different study by [29] found that the unplanned expansion of cities known as "urban 
sprawl" may result in the loss of natural environments and green spaces, which lowers the quality of the 
surrounding environment. A study by [30] also shows that the air pollution rises in connection with the 
urban population. The effect of an increase in urban population from all location 'si  neighbors will 
cause a 0.0548-unit decrease in the EQI at location i . This variable's total impact on EQI decline as its 
increase is 0.1227 units. 

There is a statistically significant impact of population density at location i  on EQI at that location, 
both directly and indirectly. The EQI will decrease by 0.0005 and 0.0004 units, respectively, for each 
one unit rise in population density. This finding is consistent with a study by [30] that shows rising 
population density will result in higher air pollution. High population density often leads to increased 
pollution levels as more people generate more waste and emissions. Another study conducted in 
Indonesia discovered that higher population density correlates with increased air and water pollution, 
which negatively affects the EQI [31]. High-population density urban areas typically have higher rates 
of energy consumption, industrial activity, and vehicles—all of which worsen the degradation of the 
environment. This study shows the total effect of a one-unit increase in population density on the 
decrease in EQI was 0.001 unit.    

 

4. Conclusion 

When spatial dependence is present in the data, using a spatial regression model is essential to 
appropriately model the spatial structure. This study shows that the SAR model provides a more accurate 
fit than the OLS model by accounting for spatial dependencies, leading to more reliable parameter 
estimates and smaller standard errors. The findings indicate that the industrial and agricultural GRDP, 
urban population rate, and population density all have negative effects on EQI, with increases in these 
variables being associated with declines in environmental quality. Moreover, around 40%–44% of the 
effect of each variable on environmental quality is due to spatial spillover effects. 

To improve environmental quality, policies should promote sustainable industrial and agricultural 
practices, manage urban population growth, and address population density issues. Given the significant 
spatial spillover effects, it is crucial to promote regional collaboration to handle environmental 
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challenges collectively, such as joint pollution control efforts and coordinated land-use planning to 
ensure that improvements in one area benefit neighboring regions as well.  
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